CHAPITRE 8 : Récurrence et mesures invariantes

M(S) est un convexe stable par y — pM. Ainsi, si u est une
mesure quelconque sur S, la suite (uy,),>0 définie par

n—1

2 M

1
n

est a valeurs dans M(S). On a pu,(I — M) = w Comme
la suite (uI — M™),>0, est bornée, il s’ensuit que toute valeur
d’adhérence de (i, )n>0 est laissée fixe par M. Comme M (S) est
compacte, (un)n,>0 @ au moins une valeur d’adhérence, donc M
admet au moins une probabilité invariante.

On peut proposer également une preuve plus algébrique, basée
sur le théoréeme 72 de Perron-Frobenius. Si A est une matrice
stochastique de taille n x n et € R? il est aisé de voir que

|Az]|co < ||Z||oo- On en déduit ||| A|||c < 1, et, a fortiori, p(A) <

1. Cependant le vecteur colonne (1,...,1)* est vecteur propre
a droite pour la valeur 1. On a donc p(A) = 1. Mais A et A*
ont , donc p(A*) = 1. En appliquant le

théoréeme de Perron-Frobenius, on obtient un vecteur x avec x >~
0 et A*x = x. Quitte a le renormaliser, on peut supposer que la
somme des coefficients de z fait 1. Maintenant, 2* A = z*, ce qui
nous fournit donc une mesure de probabilité invariante.

v

Corollaire 30. Une chaine de Markov irréductible dont Uespace d’états est
fini est récurrente.

Démonstration. 11 suffit d’empiler les théorémes 79 et 80. Cependant, si
on souhaite une preuve plus directe, on peut remarquer que c’est une
conséquence de I'exercice 65. v

Remarque-exercice : S'il est vrai qu'une chaine de Markov avec un
espace d’état fini admet toujours une mesure invariante ; en revanche
elle n’admet pas toujours de probabilité réversible. Voici un exemple
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